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A real time Monte Carlo simulation is used to model the nucleation and initial stages of thin 
film growth during localized-laser chemical vapor deposition (LLCVD). This model includes 
the effects of laser-substrate heating, heterogeneous pyrolytic decomposition of parent 
molecules on the laser-heated region of the surface, and adatom migration and desorption 
dynamics. The amount of material deposited as a function of time is obtained over a surface 
area of 150 X 150 A for various values of the substrate temperature, parent gas pressure, and 
adsorbate-substrate binding energy. Additional information is obtained about the cluster 
density, and the role of surface defects and two-atom duster dynamics on the initial growth 
rate. The deposition of silicon by heterogeneous pyrolytic decomposition of silane (SiH4 ) is 
used as a base case for the simulation. Predictions of the initial thin film morphology and its 
temporal evolution during static 1aser heating of micron-dimensional regions of the surface are 
presented. Simulation results indicate that for a given silane pressure and adsorbate-substrate 
binding energy, there is a critical temperature Tc such that for laser-induced peak 
temperatures Tp < To nucleation initiates at the center of the laser-heated region, while for 
Tp > Tc ' nucleation occurs initially in an annulus region centered with respect to the incident 
laser irradiation. The inclusion of two-atom cluster dynamics in the simulation is shown to 
increase the value of Tc and alter the initial morphology for low adsorbate-substrate binding 
energies. The simulation results are extended to scanning LLCVD to predict the maximum 
scan speed at which nucleation will occur. 

I. INTRODUCTION 

Interest in localized-laser chemical vapor deposition 
(LLCVD) to produce discretionary, micron-dimensional 
thin films continues to expand. ! During LLCVD, a substrate 
surface is initially in equilibrium with a static gas of parent 
molecules which contains the atom to be deposited. A fo
cused laser produces a micron-dimensional heated region at 
the substrate surface. Parent molecules incident onto this 
localized reaction zone thermally dissociate into the deposit 
atom, plus a volatile product which eventually leaves the 
surface. In contrast to conventional large-area deposition 
processes, deposit atoms are laterally confined to this mi
cron-dimensional laser-heated region. Scanning the laser 
with respect to the surface allows the thin film to be pat
terned across the substrate surface. Research on these direct
write techniques has been motivated by their potential appli
cation as single-step, mask-free alternatives in 
microelectronic processing.2

-
5 

The process of nonepitaxial, three-dimensional island, 
thin film growth can be separated into three distinct stages: 
the nucleation phase, where a supersaturated concentration 
of adatoms combine to form critical nuclei which have a 
greater probability of growing than decaying; a coalescence 
stage, where critical nuclei grow together producing a con-

a) Present address: IBM, General Technology Division, Hopewell Junction, 
NY 12533. 

tiguous thin film of material; and a continued growth stage, 
where material is deposited onto the already deposited film. 

Understanding the dynamics associated with nucleation 
and the initial stages of thin film growth is important for 
controlling thin film properties. For example, thin film mor
phology and internal structure, such as whether a thin film 
of material is crystalline, polycrystaHine or amorphous, are 
determined predominantly by the nucleation and early 
growth stages. The nucleation phase of thin film growth may 
also be the rate limiting step in deposition. Bloem and Claas
sen6 reported this to be the case for the chemical vapor depo
sition (CVD) of silicon from silane (SiH4 ) onto weakly 
binding substrates such as silicon dioxide (Si02 ) and silicon 
nitride (Si x Ny ). Finally, the first few mono layers of thin 
film atoms control both the interface properties of the thin 
film-substrate system, and the adhesion of the thin film to 
the substrate surface. 

Because of the importance of this initial deposition step, 
the dynamics of nucleation has been the subject of numerous 
studies. Most attention has been given to nucleation during 
physical vapor deposition (PVD) of films by evaporation or 
sputtering, which has been addressed both experimentally 
and theoretically. These findings have been reviewed recent
ly by Venables et al.7 In contrast, less attention has been 
given to the nucleation and initial phase of thin film growth 
by the important technique ofCVD. This is in part due to the 
additional features of multispecies gas-phase (homoge-
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neous) and surface (heterogeneous) chemistry in CVD, 
complications which are absent in PVD. Still, some signifi
cant studies have been conducted in this area. Of particular 
interest here is the work of Bloem and Claassen,6.8-11 and 
Joyce and co-workers 12-14 on nucleation during CVD of sili
con from silane (SiH4 ). Under certain thin film growth con
ditions, the observed density of critical nuclei was < 1 pm-· 2

• 

This result has interesting implications for thin film nuclea
tion and growth during LLCVD where micron sized regions 
are formed. 

The effects of nucleation have been shown to be impor
tant in LLCVD. 15.16 In these studies, several authors report
ed difficulty depositing material onto a bare substrate sur
face, but noticed that it became relatively easy to grow thin 
film microstructures onto either already nucleated areas of 
the surface, or starting from a previously written fea.ture. 
For example, a focused laser can be scanned across a silicon 
substrate surface in the presence of silane (SiH4 ) without 
producing a silicon deposit; but once the laser crosses a spot 
of deposited material, continued growth may commence 
without having to change laser power or the spot size. In 
general, this type of effect may be caused by changes in the 
optical or thermal properties of the deposited microstruc
ture, but evidence exists that a nucleation effect is also partly 
responsible. 

In an investigation by Tsao and Ehrlich, 17 laser process
ing was used to form the nucleation layer, and selected area 
deposition was then continued by thermal growth. They also 
discussed the importance of nucleation barriers for area-se
lective growth in these experiments. 18 Nucleation experi
ments on silicon deposition from SiCl4 on silicon by LLCVD 
were conducted by Baranauskas et ai., \9 who identified three 
different regimes of initial growth. The initial silicon mor
phology was shown to be dependent upon the nucleation 
characteristics. A - 3-mm-diam spot size was used in these 
experiments, which is much larger than the micron dimen
sions considered here. 

Previous models of LLCVD have concentrated on the 
post-nucleation growth phase. For example, a mode:! of Ni 
deposition from Ni(CO)4 by LLCVD was reported by Her
man et al.20 that included the effects of laser heating, reac
tant and product gas transport, and surface reactivity. Allen 
et aU' reported a model of Ni deposition during LLCVD 
w hieh also took into account the change in optical properties 
of the material system caused by the growth of the thin film. 
Skouby and Jensen22 investigated the resulting deposit mor
phology using a continuum model which took into account 
heterogeneous decomposition chemistry, gas transport, and 
laser-substrate and parent gas heating. Other features of 
modeling growth in LLCVD have been addressed by Tsao 
and Ehrlich, 18 Petzoldt et al.,23 Moylan et al,. 24 and Kodas et 
aL25 

The purpose of this investigation is to gain insight and 
understanding into some of the dynamical processes asso
ciated with the nucleation and initial stages of thin film 
growth during LLCVD. This is the first such model of nu
cleation effects during LLCVD, A Monte Carlo simulation 
is used to describe the dynamics of thin film deposition sto
chastically. 
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We previously reported on some aspects of nucleation 
during PVD26 in which the duration and statistical uncer
tainty of the incubation period were shown to influence 
strongly the initial growth characteristics for deposition 
onto weakly binding surfaces. In the present paper, the 
Monte Carlo nucleation mode! used in that study is modified 
to include heterogeneous decomposition of reactant mole
cules and is used to examine some features of the initial thin 
film morphology expected during LLCVD.27 As a specific 
example, the deposition of silicon onto strongly binding sur
faces such as Si, and weakly binding surfaces such as Si02 

and Six Ny, by heterogeneous decomposition of silane is sim
ulated as a base case for our approach. In general, the model 
itself is applicable to other material systems. 

In Sec. n, a seven-step model of LLCVD is presented. 
Specific features of this model such as laser heating, gas 
transport of reactants and products, and decomposition of 
reactant parent molecules are discussed. Details of the 
Monte Carlo simulation of nucleation are provided in Sec. 
III. The treatment of two-atom cluster migrations and de
sorptions, and the modeling of surface defects are also de
scribed. Results of the simulation of silicon nucleation from 
heterogeneous decomposition of SiH4 on uniformly heated 
substrates are presented in Sec. IV. The connection between 
the simulation results and LLCVD is made in Sec. V, and the 
conclusions of this study are given in Sec. VI. 

II. lOCALlZED·LASER CHEMiCAL VAPOR DEPOSITION 

A" Overview 

In conventional CVD reactors, the sample susceptor 
and sometimes the walls of the reactor are resistively or in
ductively heated as parent gas along with a buffer gas are 
flowed through the reactor. Parent gas molecules dissociate 
either homogeneously or heterogeneously into the deposit 
atom plus volatile products producing a thin film of the de
posit material onto the substrate surface. Modding the flow 
and gas concentrations for a typical planar reactor geometry 
has been investigated by Coltrin et al. 28

•
29 In conventional 

CVD reactors, the total pressure is ~ 1 atm, Diffusion of 
parent gas molecules and gas products influences deposition 
greatly, and homogeneous gas phase dissociation of hat par
ent molecules u.sually dominates the chemical kinetics. In 
low pressure chemical vapor deposition (LPCVD) reactors, 
carrier gases are usually not used and the total gas pressure is 
generally < 1.0 Torr, At these reduced pressures, the rate 
limiting step in the deposition process shifts from the rate of 
diffusion of gaseous spe.cics between the bulk of the gas and 
the surface, to the rate of reactant parent molecule decompo
sition. Due to the surface controHed reaction rate, greater 
uniformity of large area thin film materials can be obtained 
than at higher pressures. 

During LLCVD, the basic chemical reactions of large 
area CVD and LPCVD are combined with localized laser 
heating. The physical conditions in LLCVD differ consider
ably from those in conventional large area CVD and 
LPCVD. Light from a focused laser is absorbed by the sub
strate material creating a localized reaction zone with tem
perature rises of 100-1500 K over a spatial dimension of 
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- 1.0,um. Diffusion of reactant gas molecules to this point
like reaction zone is three dimensional, and the rate of im
pingement of parent molecules can be significantly greater 
than that occurring during the one-dimensional diffusion in 
large area CVD. Also, since the decomposition of parent 
molecules is localized to a micron-dimensional region, high
er peak surface temperatures may be used in LLCVD than in 
large area CVD before homogeneous gas phase decomposi
tion induces unwanted conglomerations of deposit atoms in 
the gas. In fact, successful deposition of silicon and nickel on 
silicon substrates by LLCVD with peak surface tempera
tures exceeding the substrate melting temperature has been 
reported.30 Because of the increased rate of impingement of 
parent molecules and the higher surface temperatures, maxi
mum vertical deposition rates in LLCVD are significantly 
faster than those in other thin film deposition processes. For 
example, vertical growth rates of lOll A/s have been reported 
for the deposition of silicon from silane mixtures during 
LLCVD.30 This can be compared to maximum deposition 
rates of 103 A/s for large area CVD, 102 A/s for sputtering 
and evaporation, and 101 A/s for molecular beam epitaxy. 

The physics offilm growth by LLCVD can be described 
by the following seven-step model: 

( 1) Interaction of the laser photons with the surface to 
produce a locally heated reaction zone and possibly to modi
fy the surface reactivity (e.g., through increased electron
hole pair density or direct photon induced desorption of ad
sorbate atoms) (Sec. II B). 

(2) Transport of the reactant gas to the laser-heated 
region of the substrate surface (Sec. II C). 

(3) Adsorption of the reactant molecule on the sub
strate surface (Sec. II D). 

(4) Decomposition of the reactant gas on the laser-heat
ed region ofthe surface or in the gas phase to produce deposit 
atoms (Sec. II D), 

(5) Interaction of the adsorbed atoms to form a thin 
deposit of material (Sees. III-V). (a) Nucleation of ad
sorbed atoms, in which a supersaturated concentration of 
adatoms combine to form critical nudei that have a greater 
probability of growing than decaying; (b) Coalescence of 
the critical nuclei; (c) Deposition of material onto already 
deposited material. 

(6) Desorption of volatile products from the laser-heat
ed surface (Sec. II D). 

(7) Transport of the product ga.." away from the sub
strate surface (Sec. n C). 
These seven steps are not sequential but occur simultaneous
ly during deposition. 

This study concentrates on step 5in the above sequence. 
All other steps are considered in sufficient detail to model 
the nucleation process in LLCVD properly. 

B. Laser~induced temperature distribution 

Proper consideration of the laser-induced surface tem
perature profile is necessary in the study of nucleation and 
growth of thin films by LLCVD. In this study a laser source 
with a constant intensity is assumed to irradiate the surface 
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for a characteristic time 7'dwe!l' A detailed laser-induced tem
perature distribution is obtained from a finite difference so
lution of the heat diffusion equation. 

Only a steady-state temperature profile need be consid
ered as long as the characteristic time T, for the substrate to 
reach a steady-state temperature is short compared to the 
laser duration T dwell' and if the growth of the thin film does 
not affect the optical properties (by a change in reflectivity 
or absorption) or thermal properties (by a change in ther
mal conductivity) of the thin film-substrate system. During 
LLCVD, the duration of the laser pulse T dwel1 is generally 
;:;, 100 f.ls. (When the laser beam is scanned across a surface at 
velocity v, the duration of the laser dwell time 1"dwcll -s Iv, 
where S is the FWHM laser intensity at the surface.) The 
characteristic time needed for a material system to reach a 
steady-state temperature distribution 7't is dominated by 
thermal transport and is approximated by 1"t - S 2/ D. where 
D is the thermal diffusivity, Even for highly insulating solids, 
the thermal diffusivity D;:;, 10-3 cm2/s. Thus for S = l,um, 
7', < 10 f-lS, therefore 7, < l'dwell' validating a steady-state ap
proximation for laser heating of a substrate. Since the nu
cleation and early stages of thin film growth will only per
turb the thermal and optical properties of the substrate 
slightly, the steady-state temperature approximation is as
sumed here. 

An analytical solution to the steady-state thermal diffu
sion equation for conditions encountered during laser heat
ing of substrates has been obtained by Lax,31 Moody and 
Hendel,32 and others. These solutions are not of simple form, 
and are not sufficiently general in taking into account the 
temperature dependence of the thermal and optical proper
ties of the materials. Here, the thermal diffusion equation is 
solved computationally by the Gauss Seidel finite difference 
method to obtain the temperature profile. 

The material system considered consists of a silicon sub
strate with an optional thin film ( < 1000 A) coating of ei
ther silicon dioxide (Si02 ) or silicon nitride (Six Ny) which 
is surrounded by a gas such as air, a system of particular 
interest in microelectronics. The silicon is characterized by a 
temperature-dependent thermal conductivity K Si ( n, ab
sorption coefficient as; ( T), and index of refraction nSi ( T). 
The optional thin film ofSiOz or Six Ny is characterized by a 
constant thermal conductivity K film and index of refraction 
nftlm • Details of the materials properties and the solution of 
the thermal diffusion equation are given in Appendix A. 

Figure 1 shows the temperature distribution computed 
for a Gaussian laser profile at a wavelength of 514. 5 nm, with 
a 2.5-,um FWHM incident onto a 500-A thin film ofSi02 on 
a silicon substrate for the power levels between 200 and 450 
mW. For this particular material system, it is noted that the 
width of the temperature distribution (FWHM) is approxi
mately the same as the laser intensity profile. At peak tem
peratures approaching the melting temperature of the silicon 
substrate ( 1690 K), the thermal distribution is slightly nar
rower than the laser intensity profile, while at low power 
levels and low peak temperatures, the thermal distribution is 
slightly broader than the laser intensity profile. Thin film 
growth takes place only on this locally heated region of the 
substrate surface. 

D. E Kotecki and I. P. Herman 4922 
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FIG. 1. Computed thermal distribution produced by a Gaussian laser pro
file for 514.5 nm, with a 2.5 pm FWHM and power Pincident onto a 50-nm 
thin film of Si02 on a silicon substrate. 

c. Gas transport 

The general problem of gas transport during LLCVD is 
quite complex. Consider an LLCVD reactor in which a stat
ic pressure of parent gas molecules is initially in equilibrium 
with the substrate surface. Transport of parent molecules 
from the bulk of the gas to the laser-heated region of the 
surface, and the transport of parent molecules and dissocia
tion products from the surface to the bulk of the gas, must be 
considered. 

The character of the gas transport depends critically on 
the Knudsen number Kn = I IS, where I is the molecular 
mean free path. 33 When K n ~ 1, gas collisions strongly influ
ence the transport and the gas can be treated as a muhicom
ponent fluid. Since most CVD chemical reactions liberate at 
least as many species as they absorb, outward convection of 
high velocity gas species is important. Molecules entering 
the reaction zone must travel against this outward convec
tion induced by a high velocity product gas, causing depo
sition to be limited more by the supply of parent molecules 
than by the removal of products. For the case in which there 
is no net generation of molecules, gas convection becomes 
relatively weak and the transport of parent molecules and 
products is a diffusion-limited process. Herman et al. 20 have 
analyzed this regime for the case of constant gas diffusion 
coefficients (Dg) and found that the transport rates scale as 
DgIS, a considerably lower velocity than the sonic velocity. 

The other important limiting case of gas transport in 
LLCVD is the molecular ftow regime which occurs at high 
Knudseu numbers, K" > 1. In this case, the rate at which gas 
parent molecules are incident onto the laser-heated regi.on of 
the surface is equal to the equilibrium flux of molecules at the 
surface, which is nI)g/4 for an ideal noninteracting gas, 
where n is the density and Vg is the average velocity. The 
mean number of parent molecules incident onto the surface 
per square centimeter per second R p is given by 

(1) 

where Rp has the units of cm-- 2 s- " P is the pressure in 
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Torr, L'If is the molecular mass, and T!f is the temperature of 
the gas in K elvin. Consider SiH4 gas (300 K) incident onto a 
model surface with a simple cubic structure containing 
L36X 1015 atomic sites/cm2 (the average planar atomic 
density of silicon). Equation (1) reduces to 

(2) 

where R SiH. is now the rate of impingement in units of 
(atomic site) - I s --\, and P Sif{4 is the silane pressure in Torr. 
For micron-dimensional laser-heated reaction zones, this 
condition is valid for reactant gas pressures < 10 Torr. 

Since the present study emphasizes the nucleation 
aspects of thin film growth, only the low pressure regime of 
gas transport is considered in order to avoid the added com
plication of gas phase diffusion in the high pressure regimes. 
For the nucleation simulations, Eq. (2) is used to estimate 
the flux of parent molecules incident per unit area per second 
onto all surfaces, regardless of the actual lattice spacing. One 
additional consequence of this low pressure assumption is 
that the molecular dissociation chemistry can be simplified 
in this regime. This is discussed in the following section. 

D. Molecular dissociation chemistry 

1. General considerations 

The chemistry occurring during large area CVD and 
LPCVD, and also during LLCVD may involve both homo
geneous and heterogeneous decomposition mechanisms. 
The computed temperature profile in one atmosphere of 
ideal gas directly above the center of the laser irradiation 
region during typical LLCVD conditions is shown in Fig. 2. 
As in Fig. 1, a Gaussian laser profile at a wavelength of514.5 
nm, with a 2.S-jtm FWHM diameter is incident onto 50 nm 
of Si02 on a silicon substrate. The temperature calculation 
takes into account only conductive heat flow and is dis
cussed in Appendix A. As can be seen, the gas temperature 
drops off rapidly in the gas, but even at a distance of 1 J.tm 

above the surface, the temperature can still be sufficiently 
high to allow homogeneous decomposition of the parent 
molecules. 

1700 

\500 

" ~ 
<I> :..: 
.5 
f! 
~ e ., 
"'-
IS: .. 
I-

500 

300 
0 

Distance above the surlace in microns 

FIG. 2. Computed thermal profile in one atmosphere of ideal gas as a func
tion of distance directly above the center of the laser-heated region of the 
surface for the same conditions as in Fig. 1. 
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FIG. 3. Schematic representation of possible molecular dissociation chan
nels for reactant molecule R, intermediate radicals I, I, ... ,J, volatile prod
ucts V, V, ... , V, and deposit atom D. 

During the decomposition process, many intermediate 
species may be formed and contribute to the decomposition 
and the deposition process. A simplified general description 
of homogeneous and heterogeneous decomposition is shown 
in Fig. 3. Consider a reactant molecule R which contains 
only a single deposit atom D. The reactant molecule R may 
become activated upon collision with another gas molecule 
M or with the surface. The activated molecule R '" then de
composes into an intermediate radical I which contains the 
deposit atom D and a volatile product V. This intermediate I 
can then become activated either upon a collision with an
other gas molecule M or the surface and further decompose 
into another intermediate j plus another volatile V. This 
chain continues until an intermediate decomposes into the 
deposit atom D plus any remaining volatile products V. 
Transfer of the reactant molecule R, intermediates J, /, ... ,/, 
and the deposit atom D between the gas and the surface can 
also take place and the migration of the various species on 
the substrate surface could also affect the nucleation and 
initial growth characteristics. Intermediate radicals, vola
tiles, and reactant molecules can also react with one another 
producing more complex compounds which either disso
ciate, or possibly take up adsorption sites on the surface; this 
complication is not treated in this model. 

Two important features unique to low pressure ( < 10 
Torr) LLCVD allow a simplification of the general decom-

position chemistry. First, at low reactant gas pressures, the 
mean free path in the gas phase is equal to or larger than the 
extent of the localized reaction zone. Therefore a gas phase 
reactant molecule or intermediate which is activated by a 
collision with the surface or another gas molecule will most 
likely leave the reaction zone without colliding with another 
molecule or decomposing further. Intermediates generated 
in the gas phase or on the surface will leave the pointlike 
reaction zone at much greater rates than they will be sup
plied from the bulk of the gas. Second, the decomposition 
energy for most molecules is much greater than the average 
energy associated with the laser modified surface tempera
ture, Since the reaction zone is localized in a micron-dimen
sional region, the reactant molecule needs to undergo many 
coHisions to be activated to the decomposition energy. Dur
ing low pressure LLCVD a sufficiently high gas phase tem
perature will not be obtained. Thus at low pressures, the 
decomposition mechanism in LLCVD is entirely heterogen
eous and the effects of homogeneous decomposition may be 
ignored. 

2. Heterogeneous decomposition 

Table I delineates the possible steps of heterogeneous 
decomposition. In this surface-reaction mechanism, the 
reactant R adsorbs onto the surface ( 1 a). The reactant mole
cule can then desorb from the sm.·face (2a), migrate on the 
surface (2b), dissociate into an intermediate plus a volatile 
(2c), or dissociate directly to the deposit atom plus a volatile 
(2d). Intermediates I, I, .. .,i can desorb from the surface 
( 3a), migrate on the surface (3 b), dissociate into another 
deposit atom bearing species plus a volatile (3c), dissociate 
into a deposit atom plus a volatile product (3d), or interact 
with another intermediate or volatile M forming a different 
intermediate and possible volatile (3e). Volatiles V, V, ... , V 
can undergo these same processes. The dynamics of the ada
toms themselves D are described by desorption (Sa), surface 
migration (5b), and nucleus incorporation (5c), In most 
cases, the decomposition chemistry is not completely 
known. Reactions (lb) and (Ie) represent examples of net 

TABLE 1. General mode! for heterogeneous decomposition of a reactant molecule R into intermediates I, 1, j, volatiles V, V, V, and the deposit atom D. 

R (g) R (5,) (la) 

l(s,)+V(g) (lb) 

D (.1',) + V(g) (le) 

1(.1',) leg) (3a) 
! (Sj) (3b) 

1(.1',) + hsj ) (3c) 
1+ M (Si) ~(Si)+}}"(Sj) Od) 

1 (Si) + V (5
j 

) (3c) 
1.1 (3a) '" (3e) (3[) 

D (.1',) -~ D (g) (Sa) 

D (s;) (5b) 
nucleus 
incorporation (Sc) 
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R (5,) 

V(s,) 

V + Vcs,) 
kv 

-> R (g) 

~ R (sJ) 
1(5,) + V (5j ) 

D (s,) + V(Sj) 

V(g) 

~(.\j) '" 
f(sJ) + V 
V (s,) 

(4a) ... (4d) 

(2a) 
(2b) 
(2c) 
(2d) 

(4a) 
(4b) 
(4c) 

(4<:1) 

(4e) 
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reactions, combining elements of reactions ( 2a) - ( 4e ) , 
which may have to be used when reaction details are unavail
able. 

3. Silane pyrolysis 

As a base case for the nucleation calculations, the depo
sition of silicon from silane (SiH4 ) is considered. Though 
silane pyrolysis has been extensively studied, the current 
state of understanding is still incomplete. During conven
tional CVD, molecular dissociation of a silane molecule can 
occur homogeneously in the gas phase, as well as heteroge
neously on a heated surface. At pressures above -100 Torr, 
the dominant decomposition path initiates via the homoge
neous pressure-dependent unimolecular reaction34

,35 

(3) 

which is followed by the surface controlled reaction 

SiH2 (gas) ->SiH2 (adsorbed) .... Si + H 2 (gas). (4) 

The activation energy for the initial decomposition fEq. 
(3)J is reported to = 52 kcal/mol,36,37 while that required 
for the decomposition of the silylene (SiH2 ) radical is esti
mated by Coltrin et al. 28 to = 2 kcallmol. During high pres
sure CVD, the diffusion of the silylene radical to the surface 
is considered the rate limiting step of the deposition process. 
The growth rate is observed to be independent of the hydro
gen pressure38 and thus adsorbed hydrogen does not inhibit 
the growth and can be ignored, 

At low pressures, the reaction may be surface initiat
ed.37,39 Molecular-beam studies of silane cracking provide 
accurate rates of heterogeneous decomposition. Farrow4o in
vestigated the kinetics of silane pyrolysis on a silicon (111) 
surface mass spectrometrically during molecular-beam sam
pling fOf the silane pressures P SiH, = 1 X 10-5_ 0.4 T Ofr and 
a silicon surface temperature T = 300 -1473 K The silicon 
growth rate was found to be linear with pressure indicating a 
first-order decomposition reaction and the proposed silane 
decomposition mechanism was 

SiH4 (gas) -> SiH4 (adsorbed) --> Si + 2H2 • ( 5 ) 

The activation energy for decomposition was measured to be 
17 ± 2 kcal/mol- I and the surface reaction efficiency 0 was 
determined to be 

®(T) = 5.45e--l.7xW<iRT, (6) 

where R is the molar gas constant (1.98 cal mol ·-1 deg- i). 

No significant ( < 5%) difference between silane decompo
sition on a silicon (111) surface or a polycrystalline surface 
at the same temperature was observed. Henderson,"! Joyce 
et ai., 12,13, 14 and Farnaam and Olander42 have also measured 
the thermal cracking of silane on a silicon surface, and have 
reported decomposition activation energies of 20.± 5, 
18.7 ± 2, and 17 kcal/moI-- 1, respectively. Recently, Buss et 
a/,43 measured the reactive sticking coefficient (probability 
that a silane molecule impinging on the surface leaves a sili
con atom on the surface) for silicon formation from silane on 
polycrystalline silicon. For pressures S 0.3 Torr and at high 
temperatures T - 1300 K, they found the reactive sticking 
coefficient to be independent of pressure. At lower tempera
tures, the reactive sticking coefficient was found to decrease 
monotonically with increasing pressure, 
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The subject of atomic hydrogen formation was ad
dressed by Farnaam and Olander42 using mixed molecular 
beams of SiH4 and SiD4> Mass spectrometric analysis indi
cated no presence of HD molecules, ruling out the produc
tion of atomic hydrogen in the surface reaction mechanism 
and the possible poisoning of nucleation sites by hydrogen 
atoms. Also, the residence time of SiH4 on a silicon surface 
was reported to be < 5 f-ls, ruling out the desorption of silane 
[(2a) in Table I] as a rate limiting step in the growth pro
cess. 

Deposition of Si from SiH4 onto surfaces of Si02 was 
studied by Seto44 and Bloem and Claassen. 6

,g,1!) The work of 
Seto showed that Hz produced by the dissociation of SiH4 

has no effect on the silicon growth rate. A three-step mecha
nism ofSiH4 decomposition consistent with that reported by 
Farrow was found. The decomposition rate of silane on sur
faces of Si02 was not measured. 

In this study, the rate of silicon adatom production from 
silane decomposition during LLCVD is modeled by combin
ing the rate of silane incidence given by Eq. (2), times the 
reaction efficiency of Farrow, Eq, (6) thus producing 

R - R X£,;\( n - 14'" X 106 -. 1.7x j04/RTp 
Si - SiB. \:I -. j e SiH., ' 

(7) 

where T = T(r) is a function of spatial position on the laser
heated surface region. In this simplified model, which corre
sponds to the net reaction ( 1c) in Table r, the silylene radical 
and molecular hydrogen on the surface are assumed to affect 
the nucleation and early growth dynamics negligibly. 
Though Eq. (6) was obtained only for silicon surfaces and 
for temperatures only up to 1473 K, it and EG. (7) are as
sumed to be valid for all model surfaces and to the melting 
temperature of silicon, 1690 K. Any possible laser-induced 
modifications to the surface reactivity by photon-adsorbate 
interactions or electron-hole pair creation are ignored here. 

III. NUCLEATION MODEL 

A. Introduction 

Nucleation dynamics during low pressure LLCVD are 
investigated via a real time Monte Carlo simulation, Pre
vious Monte Carlo models of nucleation have been reported 
by Abraham and White,45 Ghaisas and Madhukar,46 Gi.lmer 
and Broughton,47 Kashchiev et al.,48 Michaels et al,,49 Out
law and Heinbockel,50 Van der Berden et al.,sl and Salik52 

among others, All of these simulations dealt with a system of 
PVD in which deposit atoms impinged directly onto the sur
face, as during deposition by evaporation or sputtering. In 
most cases, in order to fit the time scale of the simulation to 
rea! world conditions, a time scale factor was needed in these 
models to effectively accelerate the simulations to make 
them comparable to real deposition parameters. 

The Monte Carlo simulation model considered here 
consists ofa three-dimensional grid, which, for simplicity, is 
assumed to have simple cubic symmetry to represent the 
possible positions of deposit atoms. All simulations describe 
adatom dynamics in real time; no time scale factor is needed. 
The reactant molecule impingement rate, which is described 
by Eq. (2), relates the simulation to a real value of time. 
Silane is used as a base case to model the deposit adatom 
formation rate using Eq, (7), as described in Sec. lID 3. The 
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interaction of deposit bearing intermediates and volatiles on 
the surface are not included in the present model, but the 
model could be extended to include such interactions. 

The dynamics of each adatom for each step is deter
mined by its surroundings, which consist of a subcube of 26 
atoms; nine on the plane below the atom, nine on the plane 
above the atom, and eight on the same plane as the atom. 
Each atom is allowed to move into any of the 26 sites of the 
subcube which is not already occupied by an atom. Thus, 
interstitial vacancies within the film are allowed to form. 
Random boundary conditions are employed. That is, if an 
adatom migrates outside the lateral confines of the simula
tion grid, it is returned to the periphery at a randomly chosen 
site. 

In some simulations, migration and desorption of two 
atom dusters of atoms are allowed. Due to the excessive 
amount of computer processing time required to calculate 
the probabilities of all possible two atom cluster migrations 
and desorptions, this feature was included only in one set of 
simulations as discussed below. Also, the effect of defect sites 
with a strong binding energy was investigated. All calcula
tions were carried out on either a Cray-l or Cray-XMP com
puter and the amount oftime to produce one-tenth of a mon
olayer took between 15-200 min depending upon the 
conditions simulated. 

B. Adatom surface dynamics 
In addition to the atomic formation rate, two other im

pO!"tant physical processes influence the nucleation process: 
adatom desorption and ada tom migration. These corre
spond to reactions (Sa) and (5b) of Table I, respectively. 
During the nucleation process of thin film growth, there is 
the constant competition between the generation of new nu
clei by adatom migration and capture, and the loss of ada
toms from the growing surface by ada tom desorption. It is 
this dynamical condition between ada tom migration and de
sorption which determines the rate ofinitial thin film growth 
and the density of critical nuclei, 

The mean residence time r d that a single adsorbed atom 
spends on the substrate surface before desorbing is given by53 

(8) 
where Ed is the average adsorption energy, assumed here to 
be independent of position and temperature on the substrate, 
and Va is the rate constant for desorption which is taken to 
= 1012 s-- \ and is also assumed to be independent oftem

perature. 
The mean time between migrations across adjacent sites 

on the substrate is given by53 

(9) 
where Em is the average activation energy required for a 
migration of a single adatom on the substrate to an adjacent 
site and is assumed to be independent of position and tem
perature; V! is the rate constant for migrations and is taken to 
be equal to Vo = 1012 S --I. 

Considering purely random walk behavior, the average 
displacement of an adatom from an initial position is equal to 
the average step distance in all directions times the square 
root of the number of steps. Thus the average distance an 
ada tom migrates before desorbing is given by 
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A = (:: }
/2

d = e(Er E.,l/2kTd , (10) 

where d is the average distance between atomic sites on the 
surface. The parameter A is used to determine the simulation 
grid size needed to describe nucleation adequately, For the 
adatom dynamics to be represented correctly, the linear di
mension of the simulation grid must be > A. 

Another important quantity in adatom surface dynam
ics is the characteristic time between adatom surface events, 
where an event corresponds to either an adatom migration 
or desorption. This characteristic time Tc is given by 

_(1 +1)\--1_ --1( --Em1kT+ --E/kT)_1 
Tc - - . - - Vo e e 

'Tin Td 

(11) 

and represents the time scale of ada tom surface dynamics. 
The values of these parameters are given in Sec. IV A, where 
the simulated conditions are reviewed. 

Co Adatom binding energies and migration barrier 
heights 

An empirical bond-breaking model is used to determine 
the amount of energy which must be supplied for an adatom 
to move frem one site to another. The lowest layer of the grid 
consists of the surface atoms which are stationary and do not 
change. Even though amorphous surfaces, such as those of 
Si02 and SixN f" are not periodic in nature and should be 
characterized by a distribution of binding sites,54 a single 
average adatom/surface-atom binding strength is used here 
to characterize the adsorbate/surface interaction. 

The binding energy Ea_s is defined as the bond strength 
ofa single adatom to a nearest-neighbor surface atom, while 
the binding energy Ea_a is the bond strength between two 
nearest-neighbor adatoms. The bond strengths of the next
nearest-neighbor and next-next-nearest-neighbor atoms of 
the subcube are given by the nearest-neighbor bond energy 
Ea_

B 
or Ea_a times a relative bond strength factor bs2, and bs3, 

respectively. It is assumed that all bond strengths are addi
tive. 

Since nucleation is a dynamical process, the salient 
physics is modeled by simulating the migrations and desorp
Hons of single adatoms (and possibly small dusters of ada
toms) such that the correct statistically averaged number of 
migrations and desorptions given by Eqs. (8) and (9) are 
maintained. An exact knowledge of the interatomic poten-

tial is not essential. For the results presented here, the Van 
der Waals attraction of the Leonard Jones 6--12 interatomic 
potential V(r) = Eo_x (r/d) -fJ is used where x is either a or s 
for an adsorbed atom or substrate bond, respectively, and d 
is the nearest-neighbor distance. Changing the power n in 
the interatomic potential V(r) ex: (r/d)- " between 4 and 8 
did not greatly affect the nucleation and initial growth re
sults as long as the ratio of the migration energy Em to the 
desorption energy Ed was held constant, and if the number 
of migrations between consecutive incident silane molecules 
W, also remained fixed. For a Van der Waals attraction, the 
normalized bond strength factor for nearest-neighbor bonds 
bS1 is 1, while bS2 and bs) are 0.125, and 0.026, respectively. 
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The adatom being considered in any step of the simula
tion is always positioned at the center of the subcube. The 
energy barrier for a specific move Ep from the center of the 
subcube to any of the other 26 positions within the subcube 
(p), is obtained from the foHowing rules: 

( 1) If the position p is already filled with an atom, the 
move is not allowed and the energy barrier Ep = 00. 

(2) Ifthe position p is empty, the energy barrier ED for a 
single move is determined by the bonds which are broken or 
weakened: (a) All bonds which are no longer part of the 
subcube of the atom after the move are considered broken. 
Epb is the sum of all broken bond energies, 

Ep " = I bs;Ea_x , 
broken bonds 

(12) 

where i = 1, 2, 3, and x = s or a depending on whether the 
bond was with a surface atom or another adsorbed atom. (b) 
All bonds which are still part of the new subcube after the 
move but have become weaker (bs! -> bS2 or bS2 -< bs3 ) and a 
nearest-neighbor bond strength which has stayed the same 
(bsj ..... bsr ) are considered stretched bonds. The contribution 
to the activation energy is the initial bond strength times a 
factor f, where/is set to provide the desired ratio ofmigra
don energy to desorption energy for a single adatom ad
sorbed onto a bare substrate (see Sec. HI D), and is an adjus
table parameter in the modeL E P, is the snm of aU stretched 
bond energies, 

Ep, = L bsiEa_x /· (13) 
st:retched bond~ 

( C) If the particular bond becomes stronger as a conse
quence ofthe move, it does not contribute to the total energy 
of the move. (d) The total barrier energy Ep for a specific 
move to position p is the sum of energies from broken and 
stretched bonds 

Ep = Epb + Ep, . ( 14) 

(3) If the adatom is no longer attached to any of the 
deposit or surface atoms after a migration (e.g., a migration 
straight up with no other atoms surrounding it) or if the 
adatom is attached to the thin film with a total binding ener
gy < Ea_a , the atom is considered desorbed and no longer 
part of the thin film. Desorbed atoms do not reimpinge upon 
the surface, as is expected for a localized reaction zone. 

In this model, there is no distinction between adatom 
migration and desorption since migrations and desorptions 
are treated equally. A desorption is just a migration to a 
position where the adatom is no longer on the surface and the 
total binding energy of the adatom is < Ea_a . 

All 26 possible single adatom migration energy barriers 
can be summarized by eight distinct equations governing the 
migrations to a corner and an edge on each of the three 
planes, as well as a migration straight up and straight down. 
These barrier energies are summarized in Appendix B; mi
grations to the other sites can be obtained by an appropriate 
rotation of the subcube, 

Do An ads tom on a bare substrate 

Consider an adatom formed onto a bare substrate. The 
energy barrier for a move to any of the nine positions in the 
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plane above the adatom using the prescribed rules stated 
above is represented by 

Ed = (1 + 4bs2 + 4bsJ )Ea_s . (15) 

Since the ada tom will no longer be attached to any other 
adatoms or the surface, the atom would be considered de
sorbed and Ed gives the proper desorption energy for an 
ada tom on a bare surface. 

To describe the migration of 11 single adatom on a bare 
surface, ada tom migration on the plane above the substrate 
to the four corner positions along the diagonal and the four 
side positions in the direction parallel to an edge of the sub
cube need to be considered. A migration energy barrier to 
any of the four corner positions of the subcube E is !riven me <:> 

by 

(16) 

and for migration to any of the four side positions of a suo
cube Em, is given by 

(17) 

Since the nine positions of the subcube below the plane of the 
adatom are filled, movement into these positions is not al
lowed. 

For a single adatom on a bare substrate, there are nine 
possible positions for ada tom desorption, and only eight pos
sible positions for adatom surface migration, leading to a 
statistical weight oq in the ratio of the number of migrations 
to the number of desorptions per second. [This factor, which 
is of order unity, is an anomaly inherent in the formulation of 
the model and does not produce an unphysical effect in the 
model. Also, this factor of .~ could be incorporated into the 
ratio of the preexponentials V O-

1 and Vl-l in Eqs. (8) and 
(9). J 

The average migration energy Em is taken as the aver
age of the migration energies to a corner and a side position 
and is given by Em = (Emr + Em )/2. The factor/is adjust
ed to provide the desired ratio of ~igration energy to desorp
tion energy for a single adatom on a bare substrate surface 
and can be determined once an interaction potentia! is speci
fied. Using Eqs. (15)-(17) and a Vander Waals interaction, 
f= 0.5 will give Em = 0.51 Ed' and wHI produce the near 
equality Em - Em, - E In, • 

A single ada tom on a bare substrate will undergo a 
greater number of events (Le., migrations + desorptions) 
per uni.t time than will ada toms on a surface with other ad
sorbed atoms since the additional binding of ada toms with 
other deposited atoms will hinder migration and desorption. 
Thus, the maximum number of adatom events'll occurring 
between the successive impingement of reactant molecules 
to a surface site occurs for a single adatom on a bare sub
strate and is given by 

'l' = I1R SiH4 3.80X 106(e- Em
1kT + e-·E,/kT) 

rc PSiH
4 

(18) 

where R SiH, is the rate of SiH4 molecules to the surface per 
second per site [Eq. (2)] and 7c is the characteristic time of 
adatom surface event (Eq. (11)]. 

Since, in the model of silane decomposition, the incident 
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reactant molecule either desorbs or decomposes directly into 
the deposit atom in a single step and interactions of interme
diates and volatiles are ignored, the number of ada tom sur
face events per incident reactant molecule can be formulated 
in terms of the rate of adatom generation as was done in Ref. 
27. The number of adatom surface events per silicon ada tom 
generation per site, <P = 1l'/0 is then given by 

$= 6.98XI05eL1><\04iRT(e--EmikT +e- Ed/
kT

) 

Psm, 

using Eq. (6) for e. 
(19) 

The single adatom on a bare substrate provides a lower 
limit to an adatom migration or desorption energy barrier. 
In the model presented here, the maximum migration energy 
barrier occurs when the entire subcube is filled except for the 
position directly above the cenira! adatom in which case, 

(20) 

For all intermediate cases, the more general prescription giv
en in Appendix B is used to compute the energy barrier for 
an possible adatom events. 

E. Dlmer migrations and desorptions 

The simulation also includes a provision to allow two
atom clusters of atoms (dimers) to migrate and desorb from 
the surface. The same formalism used for single atom migra
tions and desorptions is applied to the dimer pairs. An addi
tional 130 equations similar to those in Appendix B are used 
to describe the migration of aU possible dimer pairs. Only 
nearest-neighbor adatoms are considet'ed dimer pairs. It re
quires 26 equations describing the possible moves for each of 
the dimer pair configurations: an atom attached to the north, 
south, east, west, or below the specified adatomo 

The energy barriers representing a dimer move from one 
site to another site in this model were obtained by the same 
set of rules stated in Sec, HI C. Due to the complexity and 
number of equations governing dimer movement, they are 
not presented here explicitly. 

F. Evaluation of event probabilities 

Once the energy barriers of ali possible single ada tom 
and dimer cluster (if induded in the simulation run) move
ments are calculated, the probability Pp for each of the possi
ble moves is obtained using a Boltzmann distribution, 

P -- E,/kT 
P = e Iq, (2l) 

where E p is the activation energy for a migration to a specific 
location p, and q is the normalization factor. This normaliza
tion factor is the maximum value of the sum of aU the proba
bilities for a single adatom which is obtained from a single 
adatom on a bare surface and is given by 

(22) 

where Ed is the desorption energy, Em" is the migration ener
gy in the direction along the diagonal, and Em, is the migra-
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tion energy in the direction parallel to an edge of the cubic 
lattice, which are given by Eqs. (15)-(17), respectively. 

For an adatom on a bare substrate, 'J..pPp = 1, while for 
a substrate covered with other adatoms 'J..p Pp < 1. To deter
mine which, if any, adatom event takes place, the 26 possible 
probabilities Pp are calculated from Eq. (21). A random 
number PR between 0 and 1 is generated. The smallest possi
ble value of p* such that ~r_~~6 Pp >P R determines the event 
PI" which takes place, and the surface is updated to reflect 
the change. However, if 'J..;<>"~ 1 Pp < P R, then a null event oc
curs, and no migration or desorption takes place, thus leav
ing the surface unchanged. 

G. Simulation procedure 

The general sequence of events in the simulation for the 
example of silicon deposition from silane is as follows: 

( 1) Initial conditions and growth parameters including 
the pressure, binding energies, and temperature are estab
lished. 

(2) Two random numbers are generated to establish a 
random position (x,y) on the grid and a reactant molecule is 
placed at the lowest unoccupied vertical position at location 
(X,Y,Zmin ). The molecule dissociates at that site with a prob
ability of dissociation given by 0 in Eq. (6) or the molecule 
desorbs from the surface with a probability 1 - 0. 

(3) The "relaxation" process of adatom dynamics is 
simulated: (a) A random number selects a surface adatom. 
(b) ProbabiHties for all possible events (adatom migrations 
and desorptions, and when included two atom cluster migra
tions and desorptions) are computed using the energy bar
rier algorithm given in Appendix Band Eq. (21). (c) A 
random number is generated which determines which event, 
if any, takes place by comparing the random number to a 
normalized Boltzmann distribution as described in Sec. 
III F. (d) The grid representing the locations of atoms is 
updated to reflect the previous move. 

(4) The relaxation process (step No.3) is repeated until 
the average number of relaxations attempted per adsorbed 
atom equals '¥ IN, where Il' is the number of adatom events 
between incident reactant molecules to each site on the sur
face given by Eq. (18), and N is the number of surface ad
sorption sites in the simulation grid. If a desorption took 
place during the previous relaxation step, the value ofW I N is 
updated by considering the average number relaxations per 
adatom up to that time. 

(5) Step Nos. 2-4 are repeated until the desired surface 
coverage is obtained. 

It should be noted that in this model the rate at which 
reactant molecules are incident and their rate of dissociation 
are completely deterministic. The stochastic nature of the 
rate of incidence is only taken into account by randomizing 
the positional distribution of incident reactant molecules. 
Also, the "relaxation" process (step No.3) is stochastic. 

H. Addition of nucleation sites 

Nucleation sites, which could be caused by surface con
taminants or surface defects, were added in some of the sim
ulation runs. A simplified model of a nucleation site was 
used in which the nucleation site was represented by an infi-
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nite potential wen placed at a specific location on the surface 
of the simulation grid. An adsorbed atom reaching this site 
becomes bound to the surface and has a zero probability of 
migrating or desorbing. 

IV. SIMULATION RESULTS OF NUCLEATION 

A. Overview of conditions simulated 

Simulation conditions were chosen to represent those of 
low pressure LLCVD of silicon from SiH4 onto strongly 
binding substrates such as silicon, and weakly binding sub
strates such as Si02 and Six N yo The molecular dissociation 
rate of silane described in Sec. II D 3 was used exclusively to 
determine the ada tom formation rate at the surface. The re
maining parameter space for the simulation consists of the 
SiH4 pressure, surface temperature, adsorbate-adsorbate 
binding energy, adsorbate-substrate binding energy, and ra
tio of the migration energy to the desorption energy. 

In order to limit the parameter space and gain insight 
into the deposition of silicon, a single adsorbate-adsorbate 
binding energy Ea-a = 2.0 eV is chosen. This value produces 
an adsorbate atom desorption energy from a surface layer of 
adsorbate atoms of 3,2 eV. This desorption energy.is consis~ 
tent with that obtained by equating the rate of desorption 
(given by the reciprocal of Eq. (8)] to the equilibrium rate 
of flux at the surface over the temperature range 
1000 < T < 1600 K This equilibrium rate is given by nu/4, 
where n = Pval'/kTand where Pvap is the vapor pressure of 
siIicon,55 This bond energy is representative of a strong ad
sorbate-adsorbate attraction. 

Surveying the experimental values of adatom migration 
and desorption energies of various material systems, it was 
observed that the ratio of migration energy Em to desorption 
energy Ed is generally expressed by the inequality 
kEd < Em < ~Ed for most adsorbate-substrate combina
tions,53 excluding cases of the desorption and migration of 
inert gas atoms. Since the desorption and migration energies 
of silicon on surfaces of c-Si, SiOz, and S(, Ny are not precise
ly known, a constant value of Em = 0.51 Ed was chosen for 
the purpose ofthis study, so that! = 0.5 here. 

Claassen and Bloems estimate an upper limit for the 
migration energy Em ofSi on surfaces ofSiOz of 0.4 eV, and 
their experimental results suggest that the migration energy 
of Si on surfaces of Six Ny is slightly larger. The adsorbate
substrate binding energy was adjusted over a range of values 
to provide an adatom substrate migration energy Em 
between 0.45 and 0.70 eV. At the higher migration energies, 
it was found that the sticking probability of an adatom pro
duced at the surface approached unity and increasing the 
migration energy to larger values did not change the nuclea
tion characteristics. 

To determine a suitable size for the simulation grid, the 
value of A, the average distance an ada tom migrates before 
desorbing, given by Eq. (10), must be estimated. This value 
scales as the ratio of Em/kT. For Em = 0.7 eV and for tem
peratures T> 1000 K, A 0;;;;, 55d, where dis the average migra
tion distance on the surface. For silicon d = 2.7 A, and this 
value is used in the simulation for surfaces ofSiOz and Six Ny 
as well. Thus, Ao;;;;, 150 A. At lower migration energies the 
value of A decreases rapidly. As a practical tradeoff between 
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the decrease in available computer time with an increase in 
memory requirements, the simulation grid surface area was 
set to 55XS5X 10. 

The laser-induced temperature change over a grid area 
this size is < 20 K for the highest laser power example de
picted in Fig. 1, so a uniform surface temperature is used 
within each grid. The simulation was run over a pressure 
range from 0.2 to 10 Torr, and a temperature range of 600-
1600 K. Even though A becomes greater than the size of the 
grid at temperatures below 1000 K at migration energies of 
Em -0,7 eV, the simulation showed that in this regime ada
tom clustering occurred almost instantaneously and the 
number of adatoms crossing the boundary is not significant
ly greater than when A is less than the grid size, thus validat
ing this choice of grid size. 

In order to relate the simulation results to the micron
dimensional reaction area encountered in LLCVD, a laser 
power and spot size at the surface are specified and the re
sulting laser-induced temperature distribution is calculated. 
The results of a particular simulation at a given temperature 
are associated with a specific area of the laser-heated region 
at that temperature. In this way, the nucleation simulation 
which covers an area of 2.25 X 10 - 411m2 (150 X 150 A, 
55 X 55 atomic sites) samples the dynamics of a small but 
representative region of the laser-irradiated surface. The re
lation of the simulation results to LLCVD is discussed in 
Sec. V, 

Et Genera! features of nucleation kinetics 

Figure 4 shows isometric plots of the surface topology as 
a function of time for deposition onto Ii strongly binding 
substrate and a moderately strong binding substrate. The 
conditions in Figs. 4(a) and4(b) simulate a SiH4 pressure of 
10 Torr, a substrate temperature of 1400 K, and a migration 
energy of 0.60 and 0.50 eV, respectively. The migration and 
desorption of two-atom clusters in addition to those of single 
adatoms were allowed in these simulations. For the 
Em = 0.60 eV case [Fig. 4(a)], silicon growth occurs al
most instantaneously. The incubation time, which is defined 
here as the time between the start of the deposition process 
and the time when a few dimers have nucleated on the sur
face, is 0;;;;, 1 its, Clustering of atoms initiates immediately and 
27% of the total number of atoms produced at the surface 
have stuck by the time 5% surface coverage is obtained, 37% 
have stuck by the time 10% surface coverage is obtained, 
while 50% of the atoms have stuck by the time 20% surface 
coverage is obtained. Thus, between 5% and 10% surface 
coverage, the differential sticking coefficient was 59% while 
between 10% and 20% surface coverage it rose to 77%. The 
surface coverage is defined here as the number of deposited 
atoms divided by the number of surface sites, This type of 
initial morphology, with a higher cluster density [Fig. 
4(a) J, is expected when depositing silicon onto a strongly 
binding substrate, such as a silicon substrate. 

In contrast to the above case, when Em = 0.50 eV [Fig. 
4(b) J, nucleation is no longer instantaneous and begins to 
playa significant role in thin film growth. Here, a longer 
(although still insignificant with respect to typical dwell 
times) incubation period of .~ 3 f.ls is seen to occur and the 
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density of critical nuclei is greatly reduced. In this case, the 
growth rate does not begin to approach that pred.icted by Eq. 
(7) until long after the start of deposition. At 5% surface 
coverage, only 9% of the atoms produced at the surface re
main and contribute to the growing film compared to 27% 
when Em = 0.60 eV. The film growth is characterized pre
dominantly by continued growth of a few nucleated islands 
of silicon. Thus, larger grain sizes would develop and the 
thin film thickness at which a contiguous film would be pro
duced is increased for Em = 0.50 eV compared to the 
Em = 0.60 eV case. Since the binding energies of silicon to 
surfaces ofSi02 and Six Ny are reported to be lower than the 
values used in the above simulation, the incubation period 
prior to nucleation is expected to be even longer and the 
critical cluster density to be further reduced than for the 
results shown above. These two figures, 4(a) and 4(b), are 
meant to show the qualitative difference in the thin film nu
cleation morphology at the crossover between "strong" and 
"moderately strong" adsorbate-substrate binding energies. 

Even though the formulation of the model allowed in
terstitial vacancies to form during thin film growth, for the 
simulation conditions reported here vacancies did not influ
ence the initial thin film composition. The data in Figs. 5-10 
included only the dynamics of single adatom migrations and 
desorptions; the effects of two-atom cluster migrations and 
desorptions were not included. 

C. Inltla! growth rate versus time 

The amount of silicon deposited as a function of time for 
a silane pressure of 10 Torr is shown in Fig. 5, for adsorbate
substrate migration energies of (a) 0.60, (b) 0.50, and (c) 
0.45 e V and temperatures ranging between 600 and 1600 K. 
For Em ;;;,0.60 eV, deposition occurs almost instantly for all 
temperatures and the initial stage of film growth is charac
terized by a large number of sman ( < 10 atom) clusters. 
Two-atom cluster dynamics are not included in these simu
lations. 

For Em = 0.50 eV [Fig" 5(b)], deposition is qualita
tively the same as for Em = 0.60 eV from T = 600-1400 K. 
However, an incubation period of ~ 30 fts is observed at a 
temperature of 1600 K which is not observed for the 
Em = 0.60 eV case. Once this incubation period is over, 
growth at this temperature proceeds quickly due to the high 
rate of molecular dissociation. At 1600 K, adatom desorp
tion dominates over adatom migration, so material initially 
nucleates faster at lower temperatures. This result is in con
flict with the intuitive perception that most of the material 
will be deposited at the higher temperatures due to the 
monotonically increasing rate of molecular dissocation with 
increasing temperature. The two growth curves at 1600 K, 
representing two different Monte Carlo simulations, give 
some indication of the statistical uncertainty inherent in the 
nucleation process, At T = 1600 K, the density of nuclei is 
reduced with most of the materia! deposited around one or 
two nuclei [as in Fig. 4 (b) J ' 

For Em = 0.45 eV [Fig. S(c)], the limitations of nu
cleation become much more important even at lower tem
peratures than for the Em = 0.50 eV case, For T between 
600 and 800 K, nucleation proceeds in a manner similar to 
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Em = 0.50 eV, and (c) Em = 0.45 eV at the temperatures indicated. 

that in Figs, 5(a) and 5 (b). However, at temperatures above 
- 1000 K the incubation period becomes more pronounced 
resulting in less initially deposited material for T> 1000 K, 
than at lower temperatures. At a temperature of 1600 K, no 
nuclei formed on the surface during the simulation even after 
5 ms of deposition. Because the total number of events 
between incident reactant molecules'll increases with these 
lower migration energies, the amount of computer time 
needed to simulate the same surface coverage increases and 
therefore only a lower total surface coverage could be exam
ined in these cases. 

Thus two regimes of initial growth can be distinguished 
from the data of Figs. 4 and 5. As the substrate temperature 
T is increased up to a critical temperature Tc ' greater 
numbers of deposit atoms are produced at the surface per 
second which results in an increased rate of growth of depos
ited material. At temperatures T> To. the rate of deposit 
atom production continues to increase with temperature, 
but adatom migration which leads to eventual clustering is 
dominated by adatom desorption; this results in a reduction 
of the amount of material deposited onto the substrate. How
ever, once nuclei form on the high temperature substrates 
(perhaps after a long incubation time) growth proceeds 
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quickly due to the fast rate of adatom formation at high 
temperatures. 

The amount of deposited material versus time at silane 
pressures of 1 and 0.2 Torr is shown in Figs. 6 and 7. At a 
SiH4 pressure of 1 Torr, the critical temperature Tc -1600 
K at Em = 0.70 eV, Tc -1400 K at Em = 0.65 eV, and 
Tc -1200 K at Em = 0.60 eV. When the SiH4 pressure is 
reduced to 0.2 Torr, the critical temperature reduces further 
to Tc -1400KatEm =O.70eV, Tc -1200KatEm =0.65 
eV, and Tc -1000 K at Em = 0.60 eV. At a pressure of 1 
Torr and Em = 0.60 eV, the results of two simulation TUns 
are again shown to indicate the statistical uncertainty in the 
growth process. For P = 0.2 Torr, no nuclei are observed 
even after 0.5 s when Em <;0.65 eV and T> 1200 K. As the 
pressure is decreased, the critical temperature Tc is found to 
shift towards lower temperatures for the same adsorbate
substrate migration energy. 

The region of parameter space where an incubation peri~ 
od prior to nucleation will strongly influence the initial thin 
film morphology is demarked in Fig. 8 as a function of the 
adsorbate-migration energy, temperature, and SiH4 gas 
pressure. For deposition conditions which faU below the 
lines in Fig. 8, deposition occurs without delay, while for 
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conditions above the lines, an incubation period before the 
onset of deposition is observed. For P = 10 Torr and 
Em = 0.60 eV, Tc > 1600 K, the highest temperature simu~ 
lated. A rough analytic estimate of this critical temperature 
Tc can be obtained by equating the rate of ada tom desorp
tion lira [the reciprocal ofEq. (8) J with the rate of ada tom 
fonnation R s; [Eq. (7)] within a characteristic migration 
circle of area 1r(Ald) 2, where A is the average distance an 
adatom migrates before desorption [Eq. (0)1. Assuming 
Em = O.SlEd • 

T -3.34x 104 
m , ( 

E - 0.255 ) 
c 12.3 - log PSiH4 

(23) 

where Tc is in Kelvin, Em is in eV, and P SiH. is in Torr. For 
example, for a pressure of 10 Torr, the estimated critical 
temperatures are Tc = 1150, 810, 650 K for migration ener~ 
gies Em = 0.60,0.50, and 0.45 eV. respectively, which are 
somewhat lower than Tc from the simulations. The impor
tance of Tc in determining the initial morphology of deposit
ed material during LLCVD is discussed in Sec. V. 

To examine the pressure dependence of the nucleation 
rate clearly, the amount of deposited material normalized by 
the silane pressure is plotted in Fig. 9 as a function oftime for 
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various pressures. The migration energy is Em = 0.60 eV, 
and the substrate temperatures are (a) T= 800 K, (b) 
T = 1200 K, and (c) T = 1600 K. The amount of material 
that would be deposited as a function of time assuming a 
unity sticking coefficient given by Eq. (7) is also plotted in 
the figures. For a temperature of 800 K, the change in pres
sure between 0.2 and 10 Torr results in an increase in depo
sition rate which is approximately linear in pressure, and 
therefore only relatively small differences exist in these nor
malized plots, and the overall sticking coefficient of a silicon 
adatom is nearly unity. As the temperature increases to 1200 
K, a nonlinear dependence ofthe initial deposition rate ver~ 
sus pressure becomes apparent. This is indicated by both an 
incubation delay before nucleation and also a decrease in the 
slope of the growth rate with lowered pressure. At a tem
perature of 1600 K, the deposition rate is highly nonlinear in 
pressure. The two curves for the I-Torr data in Fig. 9(b) 
refer to the results of two different simulation runs whose 
data are shown in Fig. 6(c). For the I-Torr data in Fig. 9(c), 
a delay of 33 ms was subtracted from the time axis in order to 
display the data on the same graph; substantial deposition 
begins after 35 ms. 
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D. Role of impurities and defects 

In order to simulate the effects of impurities and defects, 
a single "nucleation site" corresponding to an infinitely deep 
binding site is located at the center of the simulation grid. 
This corresponds to a fraction of 3.3 X 10-- 4 permanent nu
cleation sites on the substrate surfaceo Since experimental 
surface analysis techniques have a resolution on the order of 
one part per thousand, this density of nucleation sites could 
exist on an experimentally "clean" surface. Figure 10 shows 
the percent of surface coverage as a function of time for a 
silane pressure of 10 Torr, and migration energies 
Em = 0.50,0.45, and 0.40 eVo The addition ofthe nucleation 
sites effectively eliminates the incubation period, except pos
sibly for extremely low adsorbate-substrate migration ener
gies and at high temperatures. Thus, the critical temperature 
becomes greater than the melting temperature of silicon 
To> 1690 K. 

E. Role of tUmer migrations 

The additional dynamics of two-atom cluster migra
tions and desorptions were simulated for a SiH4 pressure of 
10 Torr, and migration energies Em = 0.45, 0.50, and 0.60 
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FIG. 1 L Percent of surface coverage in monolayers as a function of time 
when dimer migrations are included in the simulation for a silane pressure 
of 10 Torr and migration energy of (a) Em = 0.60 eV, (b) Ern = 0.50 eV, 
and (c) Em = 0.45 eV. 
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e V assuming no defects. The amount of surface coverage as a 
function of time is shown in Fig. 4 and the influence of dimer 
dynamics on the initial rate of thin film growth is obtained by 
comparing these results with those of Fig. 5 which are for the 
same deposition conditions but include only single ada tom 
dynamics. In general, at high migration energies Em > 0.50 
e V or at low temperatures T < 1200 K the addition of dimer 
dynamics does not affect the nucleation rate. This can be 
explained by the fact that in this model, the activation energy 
for dimer migration and desorption is much greater than 
that for single adatoms, and hence the dimer dynamics do 
not become activated at low temperatures. At low migration 
energies and high temperatures, dimer migrations do take 
place and serve to decrease the incubati.on time. 

For example, at Em = 0050 eV [Fig. 11 (b)) and 
T= 1600 K, approximately 450 dimer migrations took 
place and zero dimer desorptions occurred during the simu
lation. This is a small value compared to the approximately 
135000 single adatom migrations and 4500 single adatom 
desorptions which also took place during the same simula
tion run. The number of null events was greater than 
71 000 000. The increasing number of dimer migrations with 
increasing temperature causes the incubation period to de
crease. The incubation period at T = 1600 K is only ~ 1.5 f-LS 
which is less than the incubation period of ~ 15 j-ls which is 
observed when dimer migrations are not included [Fig. 
5 (b) ]. The critical temperature increases from a value of 
Tc -1600 K without dimers to a value > 1600 K with 
dimers. 

For Em = 0.45 eV [Fig. 11 (c)J the incubation period 
increases when increasing the temperature from 1000 to 
1400 K as it does when dimer migrations are not included. 
But, the incubation period decreases slightly when the tem
perature is raised to 1600 K because ofthe increased mobil
ity and increased clustering by dimer aggregates. The de
crease in incubation time with increasing temperature after 
an initial increase in the incubation time with increasing 
temperature is observed only when dimer migrations are in
cluded in the simulation. 

'110 NUCLEATION EFFECTS IN lLCVD 

A. Static laser Irradiation 

Insight into the role of nucleation during LLCVD for 
static laser irradiation can be obtained now by matching the 
results of the initial growth rate and cluster density from the 
Monte Carlo simulation (Sees. IV C-IV E) with the laser
induced surface temperature profile (Sec. II B). In essence, 
the Monte Carlo simulation is used to sample a small area of 
the laser-heated region of the surface while the thermal cal
culation provides the connection between a specific tempera
ture and its corresponding location on the substrate surfaceo 
Since the grid length is less than the migration distance, and 
the temperature gradient across the grid size is small, this 
approach is valid as stated earlier. 

Figure 12 is an illustration ofthe predicted initial thjn 
film morphology based on the simulation results of Sec. IV. 
For laser-induced peak temperatures Tp > Tc, the most 
probable location for the initiation of thin film growth is 
radially displaced from the center of the locally laser-heated 
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FIG. 12. Schematic representation of the initial growth morphology in 
LLCYD for (a) the peak temperature greater than the critical temperature 
Tp > 1~., (b) the peak temperature tess than the criiical temperature 
Tp < 1~. 

region of the surface as shown schematically in Fig. 12(a); 
while for Tp < T,., thin film nucleation is found to begin at 
the center of the locally laser-heated region surface Fig. 
12(b). If dimer migrations contribute to nucleation, the ini
tial morphology may consist of deposited material in the 
center of the laser-heated region in addition to an annulus 
region when Tp > Tc. 

Analyzing deposition for the computed laser-induced 
temperature profile of Fig. 1 for an incident laser power of 
450 m W, and using the predicted surface coverage as a func
tion of time for 10 Torr ofSiH4 at adsorbate-substrate migra
tion energies Em = 0.60,0.50, and 0.45 eV from Fig. 5, the 
radial profile of the initial thin film morphology at various 
times can be obtained and is shown in Fig. 13. The tempera
ture profile from Fig. 1 is also replotted in this figure. For 
Em = 0.60 eV [Fig. 13 (a)}, most of the deposited material 
occurs at the center of the laser-heated region and the initial 
deposit of material is more highly spatially confined than the 
laser induced temperature profile as is expected for 
Tp = 1650 K and T,. > Trnelt . 

For Em = 0,50 eV and Em = 0.45 eV [Figs. 13(b) and 
13 (c)] the initial deposit of material is displaced from the 
center of the laser-heated region and takes the form of an 
annulusbecauseTp = 1650Kis >Tc~1400K(Em =0.50 
eV) and Tc ~ 1000 K (Em = 0.45 eV). Thin film growth in 
the unnucleated central region of the surface can result ei
ther from the inward growth of the annulus (Le., by depo
sition onto the already nucleated inner ring of the annulus) 
or by nucleation in the central region at a later time. For 
Em = 0.50 eV [Fig. 13(b) J nucleation initially begins at a 
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radial distance of ~ O. 7 p.m. After - 30 ps, nucleation is seen 
to begin at the center of the laser irradiation region causing 
the central region to fill in quickly, For Em = 0.45 eV [Fig. 
13 (c) ] the annulus region is displaced even further from the 
center and then grows inward, but even after 5 ms, the cen
tral region does not begin to nucleate. Note that as Em de
creases, the radius of the initially formed annulus deposit 
and the incubation period both increase. Also, in these cases, 
growth in the center appears to begin by nucleation in the 
center for Em = 0.50 eV and by continued growth on the 
inside region ofthe annulus for Em = 0.45 eV. 

The inclusion of nucleation sites tends to increase Tc. 
LLCVD growth on clean surfaces may begin with an annu
lus morphology, but surface impurities may force nucleation 
in the center even for very weak adsorbate-surface bi.nding 
energies. 

Baranauskas et al. 19 measured the nucleation and initial 
growth of silicon deposited from SiC14 onto surfaces of 
quartz during LLCVD. They identified three regimes of in i
tial thin film morphology. At low substrate temperatures, 
T - 1360 K, nucleation was observed immediately but only 
in the center of the irradiated region of the surface, and the 
vertical growth rate of Si islands was much higher than the 
lateral rate. At intermediate peak temperatures, T ~ 1650 K, 
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nuclei grew into islands which later coalesced to form a uni~ 
form thin film out to a temperature of T ~ 1200 K where an 
etching reaction of the SiCl4 predominated. Thin films 
grown at high peak temperatures, T = 1750 K, nucleated in 
the cooler region of the irradiated substrate and coalesced 
into a continuous annulus. The center of the annulus even
tually filled in with material after a sufficiently long time. 

In these cited experiments, a CO2 laser at a wavelength 
10.6 pm was focused to a diameter of -3 mm to induce a 
heated region on the quartz substrate surface. A mixture of 
12% SiC14 in H2 was flowed across the substrate surface. The 
maximum observed growth rate was only -10 pm/min and 
since the resulting annulus deposit of material was symmet
ric with respect to the incident laser irradiation for peak 
temperatures of 1750 K, it is unlikely that gas phase diffu~ 
sion was responsible for limiting the deposition rate in the 
center. The observation of the difference between the low 
and intermediate temperature regimes, and the high tem
perature regime, is in accord with the simulation results re
ported here. 

In several studies of static LLCVD, volcanolike disk 
deposits with depressed centers or donutlike structures have 
been observed. In the deposition of nicke156 and gold,24 these 
morphologies have been observed in the post-nucleation 
growth phase with thick ( - 0.1 several pm) deposits. These 
morphologies are probably not due to the nucleation-in
duced effect which leads to the annulus geometry predicted 
here, but due either to starvation of reactant molecules at the 
center, enhanced photon-induced surface reactivity, or vis
cosity effects for molten deposits. 

B. Scanning laser irradiation 

A substrate surface is patterned during LLCVD by 
scanning the focused laser with respect to the surface. The 
nucleation stage of thin film growth is much more complex 
in this case compared to static laser heating because of the 
time-dependent temperature profile established en the sur
face as the leading and trailing edges of the laser spot traverse 
the point of examination on the surface. A schematic repre
sentation showing possible effects of nucleation during scan
ning LLCVD is shown in Fig. 14. There are three fundamen
tally different steady-state growth conditions possible. In the 
nrst case [Fig. 14(a) 1 only the nucleation stage of thin film 
growth is obtained during scanning. This regime is not of any 
practical interest, but can be used as a benchmark to obtain 
an estimate of the maximum scanning speed at which depo
sition can take place. In the second case, thin film growth 
occurs by nucleation onto the laser irradiated region as in 
part (a), but also by the continued growth onto the previous
ly written feature [Fig. 14(b)]. A final case of thin film 
growth during scanning-laser irradiation results when the 
thin film material is primarily deposited onto the already 
grown feature and little growth occurs due to nucleation in 
the laser irradiated region [Fig. 14(c) J. Growth under this 
last condition may be accompanied by very low adhesion of 
the feature to the surface since very little of the film is actual
ly grown from the surface. 

Since the simulations presented here deal with the nu
cleation phase of deposition only and do not involve the con-

4936 J. Appl. Phys., Vol. 64, No. 10, 15 November "i988 

Huued growth or steady-state growth stage, the results of 
Sec. IV can be used only to examine the case shown in Fig. 
14(a) and to predict the maximum scan speed at which nu
cleation can occur. As stated in Sec. II B, a steady-state tem
perature is reached during laser scanning as long as the dwell 
timerdwell = S /v>S2/D, where Sis the laser spot diameter, 
v is the scan velocity, and D is the thermal diffusivity. For 
micron-dimensional spot sizes, and a silicon substrate, this 
inequality is valid for scanning speeds v < 1 m/s. Thus, for 
scan velocities of a few mm/s, a few micron diameter beam 
will have a dwell time of - 1 ms, which is sufficiently long for 
local steady state to be maintained. Therefore, the time-de
pendent temperature at position Y perpendicular to the 
scanning direction can be obtained from 

T [Y(t)] = T [(v2t 2 + y2)112] • 

Using the results of the laser-induced steady~state tempera
ture profile shown in Fig. 1 for a laser power of 450 m W, the 
time-dependent temperature profile for a scanning laser 

la) 

-

(b) 

-

Ie) --
FIG. 14. Schematic representation of three modes of nucleation and thin 
film growth during scanning LLCVD: (a) the laser is scanned at the maxi
mum velocity v'" for nucleation to just occur; (b) the scan velocity is de
creased and thin film growth takes place both by continued growth onto an 
already written feature and by growth of nuclei in the advancing edge of the 
laser; and (c) material growth takes place exclusively on an already written 
thin film segment, resulting in the possible low adhesion of the film to the 
substrate. 
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FIG. 15, Time-dependent temperature response produced by scanning a 
Gaussia!l laser with 450mW of power at a wavelength of514.5!lm and a 2.5 
flID FWHM diameter across a 50-nrn thick Si02 film on a silicon substrate, 
At time f = 0 the peak of the laser is at the point of refereEce 

across the surface at the center of the laser irradiation, and at 
distances Y = 0.0, 0.5, 1.0, 1.5, and 2.0 pm perpendicular to 
the scan direction are obtained, and shown in Fig. 15. The 
Y = 0.0 11m case is the same as the 450-m W curve in Fig. 1 
but the abscissa differs by a factor of the scan velocity v. At 
t = 0, the laser is centered with respect to the particuiar loca
tion on the surface being examined. 

Using the incubation times from the simulation results 
of Sec. IV and the dwell times from the time-dependent tem
perature profile, the scan velocity which will produce just 
the nucleation phase of thin film growth as depicted in Fig. 
14(a), can be predicted for various peak temperatures and 
adsorbate-substrate binding energies. This scan velocity Vrn 

then represents an upper limit to the speed at which 0.01 
monolayers of surface coverage can be obtained during 
LLCVD. This is an important quantity in laser prenuclea
don patterning experiments, such as those reported by Tsao 
and Ehrlich. 17.18 At corresponding slower scan speeds, sub
stantially thicker deposits can be formed. 

Consider the amount of materia! deposited at only the 
center of the scanning laser. Simulation results show that 
once - 1 % of a monolayer coverage is obtained, thin film 
growth proceeds quite rapidly at a rate given essentially by 
Eq. (7). Thus, a 1 % coverage will be used here as a criterion 
for nucleation during scanning iaser deposition. Consider 
the data for 10 Torr ofSiH4 given in Fig. 5, the temperature 
profiles of Fig. 1, and the time dependence shown in Fig. 15. 
For Em = 0.60 eV, Tp < Tc for aU laser powers considered. 
Thus, the fastest nucleation will occur during the highest 
temperatures encountered during the scan. The maximum 
scan speed (vm ) leading to nucleation is estimated by equat
ing the dwell time near the peak temperature [-S IVm (Tp ) 1 
to the incubation time at that temperature. 

For Em = 0.50 and 0.45 eV, more material is deposited 
as the laser power increases only when the peak tempera
tures Tp < Tc' For these cases an estimate of Urn is obtained 
as in the Em = 0.60 eV case. When Tp > TO' the shortest 
incubation time no longer occurs at the peak temperature in 
the scan, but at some lower temperature. Thus, most of the 
nuclei will form during the leading edge of the temperature 
profile, before the peak temperature is reached. A careful 
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FIG. J6. Maximum scan velocity /1m to provide 0.01 monolayers (ML) of 
silicon as a function of peak surface temperature 'l~ for different adsorbate
substrate binding energies at a 3iH. pressure of 10 Torr (-). Also plotted 
are the scan velocities to produceO.OJ, !G, and 1000 ML of material assum
ing instant nucleation as II function of peak temperature from Eq. (7) 
(- - -). These plots refer to the center of the scan, Y = 0.0 ~lIn. 

estimate of the maximum scan velocity which would still 
result in 1 % surface coverage in this regime is complicated 
by the fact that nucleation occurs during the leading edge of 
the temperature profile. Continued growth will then proceed 
rapidly at peak temperatures Tp < T(' resulting in more than 
1 % surface coverage. Still a good estimate of Um for Tp > Tc 
can be obtained by requiring that nucleation occur during 
the leading edge of the temperature profile and finding the 
maximum velocity for which the dwell time in a given tem
perature range during the leading edge equals the incubation 
time for that temperature range. 

Figure 16 shows the maximum scan velocity Vrn which 
could be used to obtain 1 % surface coverage as a function of 
the peak temperature (laser power) and adsorbate-sub
strate binding energy, for a sHane pressure of 10 Torr. Also 
plotted in Fig. 16 is the scan velocity which could be used to 
deposit 1 % of a monolayer, as well as 10 monolayers (27 
nrn) and 1000 monolayers (0.27 pm) of silicon assuming 
instant nucleation, for which the rate of silicon growth is 
given by Eq. (7). This figure shows that for high Em (> 0.6 
e V), V In increases monotonically with increasing laser power 
and Tp. (Note that the assumption of a steady-state tem
perature distribution during scan velocities > 1 mmls may 
not be valid, see Sec. II B.) For lower Em (-0.45 eV), Um 
first increases with laser power and Tp. and then Um ap
proaches saturation or possibiy decreases at higher powers 
for which Tp > Tc. The error bars indicate the uncertainty in 
determining the maximum scan velocity when Tp > Tc. 

Furthermore, the Urn curves in Fig. 16 were computed 
for the center of the scanned line (Y = 0). For low Em and 
high laser power, the peak temperature in the scan may ex
ceed Tc at Y = 0 but may be lower than this critical tempera
ture at the edges (I Y I > 0). When this occurs, deposition 
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may initiate at the edges, leading to a double line of nuclei 
symmetrically displaced about Y = 0, with no nuclei at the 
center of the scan. This is analogous to the absence of nuclei 
at the center in static LLCVD when Tp > T", as depicted in 
Figs. 12 and 13. Furthermore, in analogy with the static 
LLCVD experimental observation of vokano or donutlike 
microstructures, thick double-ridge Hnes have been ob
served sometimes in scanning LLCVD.S7 As with static 
LLCVD, this unusual morphology most likeiy occurs be
cause of reactant starvation or viscosity effects at Y = 0 in 
post-nucleation deposition and not because of this nuclea
tion effect. 

VI. CONCLUSIONS 

A model of nucleation during low pressure LLCVD has 
been developed and applied to thin film deposition of silicon 
from SiH4 onto strongly binding substrates such as silicon, 
and onto weakly binding substrates such as Si02 and Si~ Ny. 
The model includes the eftect of laser-substrate heating, low 
pressure gas transport, heterogeneous decomposition chem
istry, and single adatom and possible two-atom cluster sur
face dynamics. The simulation takes place over a 150X 150 
A area at a uniform temperature. The incubation time prior 
to nucleation and the percent of surface coverage versus time 
are obtained as a function of the SiRI pressure, surface tem
perature, and silicon surface binding energy. By comparing 
the temperature of the simulation grid with that produced at 
the surface with a specific laser power and spot size, the 
nucleation characteristics over the laser irradiation region 
are obtained. 

For static laser heating, the nucleation phase of thin film 
growth is shown to influence the initial thin film morpholo
gy strongly. For a given SiH4 pressure and silicon substrate 
binding energy, a critical temperature Tc is obtained such 
that for a laser-induced peak surface temperature Tp < Tc, 
nucleation initiates in the center of the laser irradiation re
gion of the surface, while for 1~ > T c ' nucleation initiates at 
a location radially displaced from the center of the laser irra
diation region forming an annulus deposit of material, Also, 
the constant competition between ada tom desorption and 
adatom migration produces a large incubation period when 
Tp > Tc ' and the initial cluster density decreases when mov
ing radially inward from the location of initial nucleation to 
the center of the laser-heated region of the surface. 

The addition of two-atom cluster migrations and de
sorptions to the dynamics of nucleation has been analyzed 
briefly. Also, the influence of surface nucleation sites on the 
nucleation phase of thin film growth was examined and 
found to increase Tc and thus eliminate the annulus nuclea
tion morphology. 

The results for static-laser heating have been extended 
to scanning-laser heating to gain a qualitative understanding 
of nucleation during microstructure generation. An estimate 
for the upper limit of the scan velocity at which nucleation 
would just barely occur was derived as a function of peak 
temperature (laser power) and adsorbate-substrate binding 
energy. 

Even though the simulation results presented here have 
been obtained for silicon deposition from SiH4 , the general 
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features of these results are valid for the deposition of other 
materials at low pressure where only heterogeneous decom
position need be considered. This includes low pressure pyr
olytie deposition from other hydrides, the metal alkyls, met
al carbonyls, and the halides.s To model the deposition of 
these other materials, the level of complexity in the dissocia
tion chemistry might have to be increased to take into ac
count the dynamics of intermediates and volatile products 
which may remain on the surface. 

To simulate the nucleation phase of thin film growth 
during high pressure LLCVD, this model would have to be 
refined to include the possible effect of homogeneous, gas 
phase dissociation chemistry of the parent molecule. Also, 
both the diffusive and convective flow of parent molecules, 
intermediates, and volatile products, between the laser heat
ed region of the surface and the bulk of the gas would have to 
be included to treat gas transport at high pressures properly_ 

Experimental work is currently underway to character
ize the nucleation and early growth stages of thin film 
growth by visible laser-CVD of silicon from SiH4 onto well 
prepared surfaces of c-Si, Si02, and Six Ny. 58 
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APPENDIX A: LASER~INDUCED TEMPERATURE 
DISTRIBUTION 

Here we assume a Gaussian laser is incident on a materi
al system consisting of a silicon substrate with an optional 
thin film of either silicon dioxide (SiOz) or silicon nitride 
(Six Ny) surrounded by air, selected as a representative gas. 
The steady-state thermal diffusion equation in cylindrical 
coordinates is given by 

l:.. i!J rK [T(r,z)] 8T(r,z) } + ~{K [T(r,z)] 8T(r,z) } 
r arl ar az 8z 

+ H(r,z) = 0, (Ai) 

where Tis the temperature, K( T) is the thermal conductiv
ity, and H(r,z) is the external heat source due to the absorp
tion of laser photons by the substrate and is given by 

2.79Prt-Rrdl(T)]a(T) -(·67/S)' _ - (T'd • e l. r. e ja ) z 

iiS 2 
' 

H{r,z) 

(A2) 

where P is the laser power, S is the FWHM of the radial 
intensity distribution, a ( n -- 1 is the temperature-depen
dent-photon absorption depth, and Rreil (T) is the reflectiv
ity given by Eq. (Al2) below. The spatial dependence of 
H(r,z) is determined by the spatial profile of the incident 
laser intensity, the temperature dependence of the index of 
refraction, and the temperature dependence of the absorp
tion depth in the absorbing substrate. 

The thermal conductivity of silicon as a function of tem
perature can be represented by the equation 

KSi = 299/(T - 99) , (A3) 
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where K Si has the units ofW /cm K and Tis in Kelvin. Since 
the thermal conductivity of silicon decreases monotonically 
by a factor of 7 from T = 300 K to its melting temperature 
T = 1690 K, a nonlinear relationship exists between the inci
dent laser power density and the induced peak surface tem
perature. A small increase in the incident power density will 
produce a faster-than-linear increase in the induced tem
perature. The data available for Si" Ny indicate that to with
in experimental error, the thermal conductivity is approxi
mately constant over the temperature range of 300 K to the 
melting temperature of Six Ny at 2173 K, 0.06 W/cm K.59 

The thermal conductivity of Si02 at room temperature is 
reported to be K SiO, = 0.014 ( ± 0.(04) W / em K (Ref. 59) 
and increases with temperature to a value in the range 
-0.020 W /em K at 1883 K, the melting temperature of 
SiOz' Though these values will be used here, it should be 
remembered that the thermal conductivity of Si02 depends 
strongly on how the oxide film is formed. 

Because the SiOz and Six Ny films are < lOOO.A in thick
ness they should not perturb the thermal properties of the 
silicon substrate substantially. Therefore, the thermal con
ductivity of the various overlaying thi.n films was set equal to 
the room temperature values given by 

KSi.<Ny = 0.06 

and 

KSiO, = 0.014 , 

where K has the units of W!em K. 

(A4) 

(A5) 

The thermal conductivity of air is represented by60 

Kale = 1.049 X 10- 4 + S.647 X 1O-7 T, (A6) 

whereK,,;r has the unitsofW /em Kand Tis in Kelvin. Since 
the maximum thermal conductivity of air (1.0 X 10- 3 W / 
cm K at the melting temperature of silicon) is much lower 
than that of Si, SiOz or Six Ny, the heat flow from the silicon 
or overlaying thin film to air is negligibly small. In fact, re
sults show that the surface temperature of a lOoo-A Si02 

I 

layer decreases by only 2% when heat flow into the sur
rounding air (or any common buffer gas) is included. It 
should be noted that the thermal conductivity of air is to a 
good approximation independent of pressure as long as the 
gas can be treated in the diffusion limit, Thus the thermal 
effects caused by a surrounding gas can be neglected. 

To be specific, in these simulations, the laser wavelength 
was chosen to be 514.5 nmfrom the argon ion laser. At 514.5 
nrn, 8i02 and Six Ny are transparent and laser photons are 
absorbed only in the silicon substrate. The absorption coeffi
cient of silicon at this wavelength can be expressed analyti
cally byo'.62 

a( T) = 0,628eT1433 , (A 7) 

where a has the units of pm-l. Since a increases monotoni
cally from 1.2pm-- 1 at 300K toa = 31#m-- 1 at 1690K, the 
temperature increases faster than linearly with increasing 
laser intensity for micron-dimensional laser spot sizes. This 
further accounts for the faster-than-linear temperature rise 
versus intensity dependence in silicon. 

The reflectivity of the incident laser radiation depends 
upon the index of refraction of the various materials. The 
values of the index of refraction of silicon,63 8i02,64 and 
Six Ny (Ref. 64) are given by 

nSi =4.! +3.65XlO-4 (T-300) (T<1690K) , 
(AS) 

IlSiO, = 1,5, (A9) 

IlS;,N., = 2.05 , (AlO) 

where T is the temperature in Kelvin. 
Since the thermal conductivity, the photon absorption 

depth, and the index of refraction of silicon vary dramatical
ly over the temperature range ofinterest from 300 to 1690 K, 
Eq. (A 1) is solved numericaHy5 using the Gauss Seidel finite 
difference method. By considering the energy balance rela
tion at each grid point, the following difference equation is 
obtained for r> 0, 

T( ) = H(r,z) + T(r,z + 1 )[KZ~r,z)/(Az)2] + T(r,z - 1 )[KZ(r,z - l)/(Az)2] 

r,z KZ(r,z)/(Az)2 + KZ(r,z _ 1 )/(Az')2 +[KR(r,z)/(tlr)Z] (1 + Ar/2r) + [KR(r - 1,z)/(Ar)2] (1 + Ar/2r) 

Tel' + 1,z)[KR(r,z)/(Ar)2]( 1 + Ar/2r) + 1'(r - 1,z)(KR(r- l,z)/{Arf] (1 + tlr/2r) 

+ KZ(r,z)/(Az)2 + KZ(r,z - 1 )/(AZ)2 +[KR(r,z)/(Ar)2] (1 + I1rl2r) + fKR(r - 1,z)/(tlr)21 (1 + ArI2r) ' 
(All) 

where rand z refer to specific grid points, I1r and Az refer to 
the distance between grid points in the radial direction and 
distance into the substrate, respectively, and KR(r,z) and 
KZ(r,z) are the thermal conductivities evaluated at the 
average temperature between grid points (r,z) and 
(r + 1,z), and grid points (r,z) and (r,z + 1), respectively. 

The solution of the steady-state temperature is comput
ed by iterating Eq. (All) starting with the initial condition 
that the entire material system is at 300 K. During each 
iteration, the reflectivity R refi of the silicon substrate covered 
with the thin film overlayer is first computed. The reflectiv
ity is a function of temperature since it depends upon the 
silicon absorption coefficient and the index of refraction of 
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I 
silicon, both of which are temperature dependent. The re-
flectivity of the material system is computed using the multi
pass optics formula65 so that thin film effects, such as antire
flection for h = A /4n, where h is the thin film thickness, are 
properly considered. The reflectivity Rceft is given by 

~2 + ~3 + 2rd'23 cos (2[3 - 8) 
R rel1 = ~ ~ , 

1 -I- '12 23 + 2r tZY23 cos (2[3 - 8) 
(All) 

where 

(AB) 
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(A14) 

and 

21Thn film /3= , ;t 
(A15) 

8 = arctan , [ 
2nfilm (aA /41T) ] 

n~lm - n~i - (aA /41T) 2 
(A16) 

where A is the wavelength. 
Next, the absorption coefficient at each grid point in the 

silicon is computed from Eq. (A7). The laser intensity is 
then calculated halfway between grid points from the rela-
tion 

l(z) = fez - 1}e- a(T)Az (A17) 

and the power absorbed is obtained by subtracting the inten
sity between adjacent points in the z direction. Thermal ener
gy is assumed to be generated at the same locati.on where the 
photons are absorbed. Any spread in the absorbed photon 
energy due to the mobility of photo-excited charge carriers is 
ignored. Finally the thennal conductivities KR and KZ de
fined above are assigned to each of the grid points from Eqs. 
(A3)-(A6), 

Equation (All) is iterated for approximately 10 000 
times to reach the final temperature distribution. Two sets of 

APPENDIX B: ENERGY BARRIER PER MIGRATION 

differently spaced grid points are used in both the silicon and 
the air layer, while the thin film contains one set of grid 
points. This choice enables a decrease in the number of iter a
tions needed for convergence. Final convergence is deter
mined when the maximum temperature differential between 
100 iterations does not exceed 0.01 K for any of the grid 
points. Dirichlet boundary conditions are used to force the 
temperature of 300 K at r = !zl = 00. Calculations show 
that this boundary condition can be met at a distance corre
sponding to 75 pm away from the center ofthe beam, 75 f-im 
into the bulk of the silicon, and 75 f.iID into the air layer. 

Diffraction of the laser beam in the silicon substrate is 
neglected in this calculation, This is a valid approximation as 
long as the Rayleigh range is long compared to the distance 
the laser light travels into the silicon. The Rayleigh range Zo 
is given by 

(AlS) 

The shortest Rayleigh range will occur when S is a mini
mum, which corresponds to a value of ~ It for a diffraction 
limited beam. Thus for;t = 0.5145 Jl.m and nSi = 4,2, the 
shortest Rayleigh range Zo = 0,72 l1rnsi A::::: 5 /-lm. Since Zo 
is significantl.y greater than the absorption depth (-0,8 
pm) even for the worst case conditions, the effects of diffrac
tion in the silicon can be safely ignored. 

For a migration from the central position oftne subcube (0,0,0) to a corner position on the lower plane ( - 1, - i, - 1), 
the migration barrier is given by 

Ep = E"_,, {bs! [cPloo,o, + <Po, I,D + (¢lo,v, -- 1 + ¢o, -- I,D + ¢ - 1.0.0 )1'] 

+ bs2(rPl, _ ],n + if; --!.l,a + o/l,l,O + ¢o,- I,J + tP -- 1,0,1 + tP1,O,1 + 0/0,1,\ + 'ho, - \ + ¢o,I,- 1 ) 

+ bS3 (0/1,I,t + <P -- I,U + <PI, -- 1,1 + ¢- I, -- 1.1 + ¢I. - 1,- I + cP -- I,I, - ! + cPt.!, - I)} , 

The migration barrier from (0,0,0) -> (0, - 1, - 1) is given by 

Ep = Ea-a {bs1 [ (<Po, - 1,0 + tPo,o, - I, + ¢ -- 1,0,0 + ¢I,O.O ) 1 + cPO.I,O ] 

+ bSz(¢O.I._ 1 + rP -- 1,1,0 + ¢I.l,O + ¢o, -- l.t + ¢ -- 1,0,1 + ¢1,O,! + ¢O.!,l ) 

+ bs3(¢ __ 1,1. -- I + 0/1,1.- 1 + ¢I,I,1 + ¢- ],1,1 + <PI, - 1,1 + <P- I, -- 1,1)} • 

The migration barrier from (0,0,0) -> ( - 1, - 1,0) is given by 

Ep = E a_x {bs1¢o,o, __ Ii + bsz[ ¢l,O,-! + ¢O,I, _ 1 1 + b53 (1;l. - I, - I + ¢ -- 1,1, -- 1 + ¢U, - I)} 

+ E,,--a{bs1[ <PI ,0,0 + <PO,I,D + (¢o,--I.O + <P- l,o,o)/J + bS2(<Pl, - LO + ¢I-I,I,O + ¢I,I,O + ¢l,O,1 + <Po,I.]) 

(B1) 

(B2) 

+bS3Uh_l,1 +<P-I,I,< +¢l,l,I)}' (B3) 

The migration barrier from (0,0,0) --> (0, - 1,0) is given by 

Ep = Ea_x{bsl¢o.o,_ J + bsd <PO, I, _ 1 + (¢_ 1,0, - I + ¢I,O,- 1) I] + bs3 (¢ --1,1, - I + <frl,!, -- I )} 

+ E'I-Q{bs[ [¢O,I,O + (1; - 1,0,0 + ¢1,O,O) I] + bs2 [ 1; - \,1,0 + <PU,O + <PO,I.l + (if; -1,0,1 + if;i,O,l) I] 

+ bs3 (<p - Lt,! + rPl,I,] )} , 

The migration barrier from (0,0,0) --> ( - 1, - 1,1) is given by 

Ep = E a_x [bs1if;o,o, _ I + bsz(<Po, - I, -- 1 + ¢ --1.0, -- I + ¢I,O,- I + ¢O,I, -- I) 

+bs3 (¢ __ 1._1,_1 +¢I,-I,-l +<P-l,I,-l +<P1,1.-1)] 

+ E a_a {bs 1 [4'"o,o + <PO.I,O + (<PO.--I,ll +<P-I,o,o)/J +bSZ(<PI, __ I,O +4'--I.l,O +4'1.1,0 +¢I.o.r +<PO,l,l) 

+ b53(¢I, _ I,I + <P - 1,1,1 + ¢;l.I,l )} • 
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The migration barrier from (0,0,0) -> (0, - 1,1) is given by 

Ep = Ea._x [bs,¢o,o,_ 1 + bs2 (¢o, - 1,- I + 1> - LO,- I + ¢1,O, - I + ¢O,l.-- I) 

bS3 ( ¢ _ L -- l. - - I + ¢ l, - I, - - I + I,lS - 1,1, - - 1 + ¢ u, - I )] + E a-a { bs I [ ¢O, 1 ,0 + (¢O,- 1,0 + rftO,Q,l )/] 

+ bs2 (¢_ 1,1,0 + ¢1,!,0 + ¢O,I,1 ) + bs3 (¢ - 1,I,l + ¢I,I,I )} , (B6) 

The migration barrier from (0,0,0) -- (0,0, - 1) is given by 

Ep = Eu--n{bs j (1)o, _ 1,0 + ¢ -- 1,0,0 + ¢"O,O + ,pO,I,O)/ 

+bs2 [rfto,-u +,p-I,O,[ +¢I.Q,1 +¢O,I,I 

+ (¢,-I.--I,O +¢l,-I,O +¢,-I,I,O + <hl.l,o)f] 

+ bs3 (<p -- I, -- ],1 + ¢1, - 1,1 + </J -- 1,1,1 + tPl,I,1 )} 

The migration barrier from (0,0,0) -> (0,0,1) is given by 

(B7) 

Ep = E a_x [bsl<po,o, _ 1 + bs2<</J - I,D, - I + ¢I,O, - 1 + ¢O,l, - 1 + <Po, - 1, -- I) 

+bs3 (¢_I,_I,_1 +0/1,--1,,-1 +¢-I,I.--1 +¢I,l,-l)] 

+ Ea--a [bs! (¢ _ 1,0,0 + ¢1.0,0 + <PO,I,O + ¢o, ,- 1,0) / 

+ bsz(<p - I, -l,n + if; --I,!,O + tPl, - 1,0 + ¢I,I,O) /] • (B8) 

¢X,y,z = 0 if the location (x,y,z) in the subcube is filled, and ¢x,y,z = 1 if the location (x,y,z) in the subcube is empty. The 
location (x,y,z) is represented by either a 0 or a ± 1 (for each x, y, and z) and refers to the direction in the (x,y,z) relative to 
the center ofthe subcube. The quantities bs! = 1, bsz and bS3 are the bond strength factors described in the text in Sec. III C 
andiis the factor which produces the desired ratio of migration to desorption energy for an adatom on a bare substrate 
surface. The quantity E a_a refers to the adsorbate-adsorbate bond strength, while E a•x refers to the adsorbate-surface binding 
energy (Ea•s ) or to the adsorbate-adsorbate binding energy (Eo_a) depending on the location ofthe atom. The energy barrier 
heights for moves into the remaining 18 positions of the subcube are obtained by a suitable rotation of the subcube. 
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